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Im Bereich der automatisierten Fahrfunktionen fiir Lkw und mobile
Maschinen ist die Umfelderfassung eine der groBten Herausforderungen.
Fur den Test der Umfelderfassung in der Simulation sind ausschlieB3-
lich Rohsignalschnittstellen geeignet, da sie die benétigten realisti-
schen Eingangsdaten fir die Sensoren bereitstellen. IPG Automotive
beschreibt, wie die 3-D-Umgebung und das Sensormodell in der
Simulationsplattform TruckMaker zusammenwirken, um automati-
sierte Fahrfunktionen schon friihzeitig im Entwicklungsprozess im
Gesamtsystem testen zu konnen.
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B Automatisierte Fahrfunktionen
gewinnen bei Lkw und mobilen Maschi-
nen zunehmend an Bedeutung. Durch
die Aufgaben, die dem menschlichen
Fahrer abgenommen werden, konnen
Logistikprozesse an vielen Stellen effizi-
enter gestaltet werden und Unternehmen
kdnnen unmittelbar wirtschaftlich davon
profitieren. Die Funktionen sind dafiir
auf ein reibungsloses Zusammenspiel

von Soft- und Hardware angewiesen,
was zu einem grofsen Test- und Absiche-
rungsaufwand fiihrt. In wirtschaftlicher
Hinsicht ist daher vor allem die Wahl der
richtigen Testmethode entscheidend, da
es das Ziel ist, in kurzer Zeit umfangrei-
che Testkataloge bewadltigen zu konnen.
Mit dem virtuellen Fahrversuch ldsst
sich eine Vielzahl von Tests automati-
siert rund um die Uhr in realistischen
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Simulationsgestiitzte Entwicklung
von Umfelderfassungssystemen

fur automatisierte Fahrfunktionen
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Szenarien durchfiihren. Dies fiihrt zu
einer deutlich hoheren Testabdeckung
und somit zu einer besseren Qualitdt von
automatisierten Fahrfunktionen sowie
zu erheblichen Zeit- und Kosteneinspa-
rungen im Vergleich zum realen Fahrver-
such. Effekte von Software- oder Hard-
warednderungen konnen schnell erkannt
werden und friihzeitig in den Entwick-
lungsprozess einflieflen.

Die korrekte Umfelderfassung (Perzep-
tion) ist die Voraussetzung fiir die fehler-
freie Funktion von automatisierten Fahr-
funktionen und stellt zugleich eine der
grofiten Herausforderungen dar. Unvor-
hergesehenes Verhalten von Verkehrsteil-
nehmern oder schwierige Umweltbedin-
gungen diirfen zu keinen Fehlfunktionen
fiihren, da ab SAE-Level 4 der menschli-
che Fahrer nicht mehr als Riickfallebene
fungiert und somit keine Verantwortung
mehr tragt. Im Folgenden wird exempla-
risch fiir einen Kamerasensor dargestellt,
wie die 3-D-Umgebung und das Sensor-
modell in der Simulation zusammenwir-
ken, um die Umfelderfassung automati-
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sierter Fahrfunktionen schon friihzeitig
im Entwicklungsprozess des Gesamtsys-
tems testen und absichern zu kdnnen.

ANWENDUNGSBEREICHE

Automatisierte Lkw und mobile Maschi-
nen werden bisher und in naher Zukunft
vor allem in abgegrenzten Gebieten ein-
gesetzt, etwa bei der Containerverladung
in Hafen oder in Logistik-Hubs, in Gru-
ben oder Minen sowie in der Landwirt-
schaft. Diese Einsatzgebiete bieten den
Vorteil, dass der Bereich, in dem das Sys-
tem reibungslos funktionieren muss
(Operational Design Domain, ODD),
begrenzt ist. Das Umfeld ist sehr gut
kontrollierbar, und die Geschwindigkei-
ten sind vergleichsweise gering.

Auch im offentlichen Straflenverkehr,
insbesondere im Giiterfernverkehr, ha-
ben automatisierte Fahrfunktionen ein
grofdes Potenzial. Theoretisch ware es
mit ihnen moglich, Waren rund um die
Uhr zu transportieren, ohne dass Pausen
oder Ruhezeiten eingehalten werden
miissen. Dies bietet die Moglichkeit gro-
fer wirtschaftlicher Einsparungen und
konnte die gesamte Logistikbranche
revolutionieren. Im Gegensatz zu abge-
grenzten Gebieten stellt der offentliche
Straflenverkehr allerdings eine grofle
Herausforderung dar, da eine Interaktion
mit anderen Verkehrsteilnehmern nétig
ist und deutlich hohere Geschwindigkei-
ten gefahren werden. Da jeder Anwen-
dungsfall eigene Herausforderungen mit
sich bringt, beispielsweise eine einge-
schrankte Sicht durch Nebel im Hafen
oder Staub und Schmutz in Minen und
Gruben, muss sichergestellt sein, dass zu
jeder Zeit eine fehlerfreie Umfelderfas-
sung gewdhrleistet ist.

SIMULATION AUTONOMER NFZ

Um eine fehlerfreie Funktion sicherstel-
len zu konnen, verfligen automatisierte
Fahrzeuge iiber eine komplexe Soft-
ware-Architektur, die sich aus verschie-
denen Modulen zusammensetzt. Im ers-
ten Modul erfolgt die Erfassung der
Umwelt sowie die Lokalisierung iiber
Sensoren. Anschlieffend findet die Ent-
scheidungsfindung und Trajektorienpla-
nung auf Basis der Fahraufgabe und des
zuvor generierten Umfeldmodells statt.
Abschlieflend wird bei der Bewegungs-
regelung die erzeugte Zieltrajektorie
moglichst prdzise umgesetzt. Die Simu-
lation schliefit den Regelkreis durch ent-
sprechende Modelle. Das reale Fahrzeug
wird durch den virtuellen Prototyp und
die Umgebung durch einen digitalen
Zwilling der realen Strafle mitsamt ihrer
Umgebung abgebildet. Die Eingangs-
schnittstellen liefern den Input fiir die
Umfelderfassung, wahrend die Aus-
gangsschnittstellen den Output fiir

die Aktuatoren bereitstellen.

Die fiir die Entwicklung von Nfz konzi-
pierte Simulationsumgebung TruckMaker
bietet ein detailliertes, speziell angepass-
tes Fahrzeugmodell zur Simulation der
Fahrdynamik von Nfz, ein intelligentes
Fahrermodell sowie verschiedene Mog-
lichkeiten zur Generierung von Strafien,
Straflennetzwerken und Verkehrssituatio-
nen. Im Vergleich zu Pkw- gibt es bei
Lkw-Prototypen einige Besonderheiten,
die zu beachten sind. Bei Lkw sind etwa
sowohl an der Fahrerkabine als auch am
Anhdnger oder Auflieger Sensoren ver-
baut. Die Relativbewegungen zwischen
den Sensoren konnen Herausforderungen
mit sich bringen, die ein vollig anderes
Vorgehen als bei der Pkw-Entwicklung
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ENTWICKLUNG SIMULATION

BILD 1 Kamera- (1), Lidar- (2) und Ultraschallsimulation (3) fur Lkw (© IPG Automotive)

verlangen. Auch die Fahrzeugbewegung
an sich unterscheidet sich signifikant von
typischen Pkw und leichteren Nfz, wes-
halb die Planung und Bewegungsrege-
lung speziell auf Lkw angepasst werden
miissen. Nicht zuletzt ist die Durchfiih-
rung entsprechender Tests notig.

Dem Nutzer stehen verschiedenste
Schnittstellen und Eingriffsmoglichkei-
ten zur Verfiigung, um die in der Ent-
wicklung befindlichen Systeme in die
Simulation zu integrieren und unter
Realbedingungen zu testen. Fiir die Ent-
wicklung von Umfelderfassungs- und
Lokalisierungsfunktionen sind entspre-
chende Sensormodelle als Abbild der
realen Sensoren wie Kamera, Radar,
Lidar und Ultraschall notig, BILD 1.

SENSORMODELLE

Diese Sensormodelle kommen in drei
Klassen zum Einsatz: als ideale und pha-
nomenologische Sensormodelle sowie als
Rohsignalschnittstellen (Raw Signal
Interfaces, RSI). Letztere erfassen die
Umgebung abhédngig vom Sensor auf eine
fiir die jeweilige Technologie typische
Weise. Fiir den Test der Umfelderfassung
sind ausschliefilich die Rohsignale geeig-
net, da sie die benétigten realistischen
Eingangsdaten fiir die Umfelderfassungs-
algorithmen des jeweiligen Sensors
bereitstellen, also Kamerabilder, Lidar-
punktwolken und Radardetektionen.
TruckMaker verfiigt iiber entsprechend
hochgenaue Sensormodelle fiir alle rele-
vanten Sensortechnologien. Neben der
Qualitat der Sensormodelle ist auch der
Detailgrad des 3-D-Umgebungsmodells
ausschlaggebend fiir die Simulationsgiite.
Nur wenn dieses hochdetailliert die Rea-
litdt inklusive aller Materialeigenschaf-
ten abbildet, konnen damit Grenzfélle
(corner cases) fiir die Objektdetektion
der Kamera getestet werden. Die neue
Visualisierung MovieNX verfiigt iber
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einen sehr hohen Detailgrad und bildet
so die Grundlage fiir den Test von kame-
rabasierten Systemen.

SIMULATIONSGESTUTZTE
ENTWICKLUNG VON
KAMERASYSTEMEN

Héufig kommen fiir Algorithmen von
Umfelderfassungssystemen fiir die
Kamera neuronale Netzwerke zum Ein-
satz. Das Training und der Test dieser
Netzwerke ist sowohl mit realen als auch
mit synthetischen Datensatzen moglich.
Fiir immer komplexere und leistungsfa-
higere Algorithmen sind entsprechend
grofere Datenmengen notig, die dariiber
hinaus mit Metainformationen annotiert
werden miissen. Selbst KI-unterstiitzte
Kennzeichnung der Daten mit 2-D-/3-D-
Begrenzungsrahmen oder pixelgenauer
semantischer Segmentierung ist sehr
zeitaufwdndig. Dariiber hinaus ist dies
insbesondere bei komplexen Aufgaben-
stellungen fehleranfdllig, was sich nega-
tiv auf die Qualitit der damit trainierten
KI-Algorithmen auswirken kann.

Synthetische Daten bieten in dieser
Hinsicht verschiedene Vorteile gegeniiber
realen Daten. Sie konnen in groffen Men-
gen in einem automatisierten Prozess
und mit vergleichsweise geringem Auf-
wand erzeugt werden. Die zugrunde
liegenden (ground truth) Randbedingun-
gen ermoglichen die automatische Gene-
rierung der bendtigten Metainforma-
tionen. Durch die Automatisierung kon-
nen Annotationsfehler vollstandig
vermieden werden, BILD 2.

Die Simulation bietet viele weitere
Moglichkeiten, wie zum Beispiel kriti-
sche und/oder seltene Verkehrssituatio-
nen gefahrlos und schnell erzeugen und
reproduzierbar testen zu konnen. Des
Weiteren kdnnen die Anlagen, auf denen
spater der Betrieb erfolgen soll, bereits
virtuell aufgebaut werden, bevor reale

Prototypen zur Verfiigung stehen, und
die Systeme in diesem Kontext trainiert
werden. Auch der Test von unterschiedli-
chen Positionen der Sensoren am Fahr-
zeug ist mit vergleichsweise geringem
Aufwand moglich, was bei der Entwick-
lung besonders hilfreich ist. Simtliche
Trainings- und Testdaten stehen dann
immer fiir die jeweilige neue Sensorposi-
tion zur Verfligung, was die Qualitat der
Objekterkennung steigert.

Synthetische Bilddaten werden reale
Sensordaten beim Training kamera-
basierter KI jedoch nicht vollstandig
ersetzen konnen. Es hat sich allerdings
gezeigt, dass die Systeme vor dem ersten
Einsatz in der Realitdt mithilfe von
Simulationsdaten trainiert werden kon-
nen. Zudem wird durch die Anreiche-
rung realer Trainingsdatensdtze mit syn-
thetischen Daten insgesamt eine bessere
Performanz erzielt [1]. Diese Erh6hung
der Sicherheit ware ausschliefilich mit
realen Daten kaum zu leisten, insbeson-
dere da kritische Situationen (corner
cases) nur selten auftreten und deshalb
oft in Trainingsdatensdtzen fehlen.

END-TO-END-PRUFUNG

Auch fiir den Test des vollstandigen
Systems fiir das automatisierte Fahren
(Automated Driving, AD) sind hochge-
naue Sensormodelle fiir den Eingang
notig. Das detaillierte Fahrdynamikmo-
dell von TruckMaker schliefit dabei den
Regelkreis. Durch die Echtzeitfahigkeit
der gesamten Simulationsplattform inklu-
sive der GPU-basierten Sensormodelle
eignet sich die Simulationsplattform nicht
nur fiir den Bereich Model-in-the-Loop
(MiL) und Software-in-the-Loop (SiL),
sondern auch fiir Hardware-in-the-Loop
(HiL). Im MiL- und SiL-Bereich erfolgt die
Weiterleitung der synthetischen Bilddaten
direkt an das Umfelderfassungsmodul,
das daraus mit den realen Algorithmen
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eine realitdtsnahe Liste von Detektionen
generiert. Diese wird dann in Sensorfusi-
ons- und Planungsmodulen weiterver-
wendet. Da die erzeugte Objektliste nicht
fehlerfrei ist, kann so die Robustheit der
Sensorfusion, Prddiktion und Planungs-
funktion und der Einfluss auf das Ge-
samtsystem untersucht werden. Durch
die Bewegungsregelung werden Be-
schleunigungsanforderungen und Ziel-
trajektorien in Gas-/Bremspedalstellun-
gen sowie Lenkmomente iiberfiihrt, die
das hochgenaue Fahrdynamikmodell des
virtuellen Prototyps in realistische Bewe-
gungen umsetzt. Somit ldsst sich eine
Vielzahl von End-to-End-Tests in der
Simulation durchfiihren. Hierdurch kann
ein grofier Priifaufwand an einem realen
Fahrzeugprototyp vermieden werden.
Auch die Verwendung realer Hardware
im Testaufbau ist mdoglich: Fiir den HiL-
Test kann ein Monitor mit einer realen
Kamera abgefilmt werden, sodass auch
die Kameraoptik Teil des Testsystems
wird. Wenn dabei bereits in der elektro-
nischen Kamerasteuerung (Kamera-ECU)
die Objekterkennung erfolgt, wird entwe-
der eine Objektliste oder das unverarbei-
tete Kamerabild an das zentrale AD-Steu-
ergerdt weitergegeben. Dieses Steuergerat
ist wiederum mit dem Echtzeitsimulati-
onsrechner verbunden, der die eigentli-
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BILD 2 Originales Kamerabild (1), Annotation 2-D-Box (2), Annotation 3-D-Box (3), semantische Segmentierung (4) (© IPG Automotive)

che Fahrzeug- und Sensorsimulation
durchfiihrt und weitere benotigte Signale
beispielsweise per CAN erzeugt und wei-
terleitet. Eine weitere Moglichkeit ist die
Nutzung einer direkten Injektion der
Bilddaten in die Kamera-ECU bezie-
hungsweise das zentrale Steuergerat
durch die Video Interface Box von IPG
Automotive. Damit werden Limitierun-
gen des Monitor-HiL-Setups verhindert.
Dies ermoglicht beispielsweise hohere
Kontrastbereiche oder den Einsatz von
Fischaugenlinsen. Voraussetzung dafiir
ist, dass die Kamera-ECU einen entspre-
chenden HiL-Modus aufweist.

Der Testaufbau, der einem realen
Test am ndchsten kommt, ist die
Vehicle-in-the-Loop(ViL)-Methode:
Hier wird der vollstandige reale Proto-
typ in einem virtuellen Szenario getes-
tet, indem die Simulation auf einem
Echtzeitrechner an Bord samtliche
Sensordaten erzeugt. Das ermdglicht
die Untersuchung kritischer virtueller
Szenarien mit dem realen Prototyp,
bevor der reale Testbetrieb startet.

ZUSAMMENFASSUNG
UND AUSBLICK

TruckMaker ist eine offene Integrations-
und Testplattform fiir Nfz, die den ge-

samten Entwicklungsprozess unterstiit-
zen kann. In den vergangenen Jahren
wurden insbesondere im Bereich der Sen-
sorsimulation grofie Fortschritte in Bezug
auf den Detailgrad und die Performanz
erzielt, was die Entwicklung von automa-
tisierten Fahrfunktionen fiir Nfz erheb-
lich vereinfacht. Zusammen mit einem
detaillierten Fahrdynamikmodell und
einer hohen Automatisierbarkeit wird so
eine Grundlage fiir simulationsgestiitzte
Entwicklungsprozesse geschaffen.
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